
Introduction
Lexical Gender and Noun Class Systems:

a. ‘El perro negro’ 
‘The Black Dog’ 
ART.masc dog black.masc-ending 

b. ‘La perra negra’ 
‘The Black (Female) Dog’
ART.feminine dog.feminine black.fem-ending 

Diversity in Noun Class Literature:
- 84% of linguistics literature on 

English + Indo-European Languages 
(Kidd & Garcia, 2021)

- Indo-European findings may not 
generalize to all languages

- Need More Quantitative Studies

Word Embeddings:
- High dimension vectors that 

represent semantic meaning in space 
(Bojanowski et al. , 2017)

- Encode substring meaning to 
enhance semantic understanding of 
different types of languages (e.g. 
polysynthetic)

- Words closer together share similar 
meanings

- Allows for vector computation with 
words
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Hypothesis

Extreme vs. Intermediate Hypothesis:
- Extreme hypotheses: No systematicity or complete systematicity

+ Extreme hypotheses don't pass the smell text, but useful for comparison
-  Intermediate hypotheses: Classes are systematic but not coherent OR classes 

have systematic cores plus some random additions.

Hypothesis: Gender in clusters of semantically-close words would follow one of 
four patterns:
1. Semantically pure
2. Pure but outliers assigned systematically
3. Pure but outliers are assigned randomly
4. No different than chance

Method
(1) Data: 

614,073 +  gendered nouns 
being analyzed, from 19 
different languages, and 3 
different language families.

(2)  Models:

(3)  Spectral Clustering

(4) Convex Hull

(Grave et al., 2018) 

Number of Tokens is the number of words analyzed in the study and 
vector dimensions is the size of the vectors in the embedding space.

Results

Purity Score: Measures the consistency 
of semantic classifications within clusters.

Z Score: Indicates the uniqueness of each 
language's semantic categorization.

Cramer’s V: Measures association 
between semantic features and noun 
classes; higher values indicate a stronger 
association.

Cramer’s V > 0.25 Very Strong (hyp 1 & 2)

0.15 < Cramer’s V < 0.25 Strong (hyp 2 & 3)

0.10 < Cramer’s V < 0.15 Moderate (hyp 3)

Cramer’s V < 0.10 Weak (hyp 4)

P Value statistical 
significance testing 
underway
previous work on 
smaller datasets 
strongly outperform 
chance

Conclusions and Future Directions
- Noun class assignments are not semantically pure but are unlikely randomly 

assigned, suggests and intermediate hypothesis.

- Even with conservative cluster grouping and purity testing, noun class association 

remains above the weak threshold.

- Most languages show strong or very strong noun class association.

- Study could benefit from a broader range of languages and data.

- Systematicity within languages does not guarantee cross-linguistic systematicity.

- Future testing includes plotting multiple languages in the same embedding space.

- Analyze how cliques of nouns with shared noun class labels track across 

languages.

- Test the role of animate nouns in systematic categorization.
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- Clustered independently by noun 

class, then projected to shared space

- Uses the natural shape of the 

clusters

- Does not force the existence of 

unwanted clusters

 

king

man

royal

- Counteracts concavity from clustering
- Realistic encapsulation of cluster 

semantics

Association of Variables:
       Very Strong Association
       Strong Association
       Moderate Association

Motivating Examples:
- Trees as masculine, fruit as feminine: 

semantic purity?
- “Masculinidad”: Feminine gender 

defies expectations
- Avoid cross-language analysis due to 

ambiguity (“bridge”)


